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1. INTRODUCTION

The UNIX time sharing system was developed to provide computer scientists with a
comfortable and effective computing facility. It has been used in many other arenas, notably
for operations support systems and as a programmer’s workbench. Unfortunately, UNIX was
not designed for the extremely high availability or unattended operation requirements of many
Bell System applications. In particular, the UNIX file system implementation is optimized for
performance, rather than crash resistance. This memorandum describes a small set of changes

_ to the UNIX kernel that yield a UNIX system that can be halted at any time and its file systems
subsequently mounted read-only without any intervening processing; aiso, full read-write
capabilities are possible once a (non-inieractive, non-heuristic) salvage program is run. We call
such a file system crash resistant.

2. NORMAL UNIX FILE SYSTEM RECOVERY

The following quote, from [1], is a succinct description of normal UNIX file system crash
recovery:

Repairing disks. The first rule to keep in mind is that an addled disk shouid be treated
gently; it shouldn’t be mounted unless necessary, and if it is very valuable yet in quite bad
shape, perhaps it should be dumped before trying surgery on it. This is an area where
experience and informed courage count for much.

While the UNIX/TS file system check program (fsck) [2] is far more thorough than its
predecessors, it is beuristic, and must often process highly contradictory data. One should nor,
in general, allow fsck to make whatever changes in the data it deems necessary. Thus, an
intelligent operator is required. (Fsck is far superior to other file system check programs in that
less skill is required to use it successfully.)

The inconsistencies in a file system after a crash result from data being written to the disk in an
order different from the original logical I/O sequence [3]. There are two causes for this re-
ordering: disk drivers usually perform head movement optimizations that change the sequence
in which data is written, and the UNIX buffer cache tends to change the order in which data is
presented to the disk driver.*



3. AN IMPLEMENTATION OF A CRASH RESISTANT FILE SYSTEM
3.1 Kerael Overview

Were it true that “‘the software is careful to perform 1/0 in the correct (logical) order™ [3], all
thaet would be necessary to make the UNIX file system crash resistant is to make all writing
synchronous. Unfortunately, this is 2 necessary, but not sufficient, change.

The philosophy followed in making further changes was to guarantee that the disk contains
consistent inodes, indirect blocks, and data blocks at all times. We allow the free list to be
inconsistent, and therefore require that the free list always be reconstructed on a re-boot (see
“The Salvage Program'’, below). Also, to allow reasonable performance, the contents of the
disk are allowed to lag the true contents of the file system. The result is that the completion of
a wrile system call does not guarantee that the data can be recovered if the system crashes. A
sync system call is necessary to assure that the data is indeed recoverable. (If performance is
not as imporiant as timeliness, an implied sync can easily be added to the write system call.)
Finally, these modifications include no optimizations. As the changes required intimate
knowledge of the kernel, and as proof of crash resistance seemed difficuit to obtain, simplicity

.. was substituted for efficiency.

3.2 Kerael Detalls

This section describes the details of the additional changes; familiarity with the.system source
code (PWB 1.0) would be helpful to the reader.

Inspection of the source code revealed that during the creation of a new file (or a link to an
existing file), the directory containing the file could point to an erroneous inode. This problem
is avoided by adding calis to the iupdar routine, which writes an inode from the in-core table to
the disk, in the maknode and link routines.

When creating a2 new file (or link), a8 sync system call is necessary to guarantee that the new file
is present on the disk (this is analogous to the write situation described above). As file and link
creation is not as frequent as writing, providing such assurance is relatively inexpensive. This
guarantee is effected by adding a call to iupdar in the wdir routine.

Truncating a file, eitber viz 2 crear or unlink system call, provides an opportunity for very
-serious file system corruption. If the system should crash during the truncation of a file, after
the crash one might discover that the file had not been truncated at all, that another file
claimed blocks owned by the original file (so called dups), and that the free list also claimed
blocks owned by the original file (so called dups in free). This problem is avoided by rewriting
the itrunc routine to make 8 copy of the inode, set the size and block pointers to zero, and write
this inode back to the disk. After this, the blocks originally claimed by this file are freed via
the copy of the inode.

The change to maknode (the added call to aupdar) introduced a subtle bug. The mknod routine
(i.c., the mknod system call interface) calls maknode and subseguently modifies the inode (it
sets the device number for special files). At this point the inode entry is freed. As neither the
modified nor accessed bits are set (iupdar clears them), the inode is not re-written. The net
effect is that the mknod system call would only make special files with device number zero.
Resetting the modified bit in the inode to force a re-write is not acceptable because a crash

® When a process writes a block of dats, the system copics that data to a system bufier, queues that buffer on the
disk driver work queue, and returns control to the process. Alsc, when a partial block is written, the buffer is
mercly marked as “‘write before using”’, and tbe pbysical writing deferred until the buffer is nceded for other data.
These techniques allow substantial overiap of CPU and disk activity, and significantly reduce the amount of physical
1/0 that would be otberwise required.



before the re-write leaves an erroneous inode on the disk. This bug was fixed by adding an
extra argument (the device number) to maknode and changing all calls to maknode to include
the additional argument.

3.3 The Salvage Program

As was stated earlier, these modifications require that, after a crash, the free list of each file
system be rebuilt prior to using it. When the system runs in dupiex mode** the root file
system is mounted read-only. Thus the consistency of the root is guaranteed. As part of
system initialization, a file system salvage process is spawned for each read/write file system
that is normally mounted. The salvage program recovers all unused biocks and unreferenced
inodes, adjusts link counts, builds a free list, and performs some consistency checks. The
program is a heavily modified version of the old check program. The consistency checks are
provided to help detect latent bugs in the file system code or hardware failures.

4. PERFORMANCE

These modifications yield a write through buffer cache, rather than the standard write back buffer
cache, one effect of which is to increase the amount of disk traffic in the system. Also, the fact
that writing is synchronous rather than asynchronous will tend to result in shorter than normal
disk queues and a larger than normal amount of disk head movement. These two factors make
obvious the fact that such a crash resistant file system is necessarily slower than the standard
file system: performance was sacrificed for reliability.

To obtain a rough measure of the cost, a worst case test program was written that spawns a
specified number of children that each create and write a file. With 10 children, each writing
files of 9 blocks (a 9 block file is the smallest *““large™ file) repeatedly, this system is four times
slower (real time) than the standard system. Also, synchronous writing makes processes wait,
thereby reducing the amount of CPU/disk overlap. This results in 10% more CPU idle time
that is available for other (bopefully CPU-bound) processes.

While a factor of four seems exorbitant, there are optimizations to be made. One simple, and
probably significant, optimization would be to not write newly allocated (bence, empty) blocks.
With proper measurement it should be possible to find other optimizations (e.g., use so-called
“inverted” file systems so that pairs of file systems share a common region of the disk for their
separate ilists—almost half the traffic of typical PWB file systems is to the ilist).

The test program generates atypical disk traffic as it never reads anmy files (hence the
characterization of the program as *‘worst case™). The ratio of disk reads to writes for a typical
PWB/UNIX system is about four. The ratio for database applications is often higher. The
modifications described here do not affect read performance. For any given application that
requires crash resistance, the cost of using this implementation may well be less than a factor of
two.

5. CONCLUSIONS

Perhaps the most significant aspect of this work is that it has shown that a UNIX file system can
be made crash resistant. :

The system bas been tested and the source code examined in walk-throughs. Testing was
difficult (the system was deliberately stopped while various test programs were running, and

* The crash resistant file system changes are a small portion of the total cbanges made to the system. Numerous
other changes were made to the system to support a dual-processor, multiple shared disk controlier PDP-11/70
system designed for high availability and unattended operation [4, 5, 6].



then the file system was checked for consistency). Two svenues are available to further
improve the reliability of this system: first, the softwhre should be soaked for a substantial
period of time, and second, an attempt should be made to prove the correctness of the
modifications.

The required skill level for & craftsperson maintaining such a system is lower than that required
for maintaining e standard UNIX system.

The ease of making these changes, and the minute number of changes required—less than 30
lines, out of the approximately 9000 total lines, of the kernel were changed—is anotber tribute
to the versatility of UNIX.
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